
Math 112 Review Sheet

ThiV QRWe cRQWaiQV Whe PRVW iPSRUWaQW defiQiWiRQV, WheRUePV, SURbOeP VROYiQg WechQiTXeV aQd

cRQceSWV WhaW \RX Qeed WR NQRZ fRU Whe fiQaO e[aP. YRX VhRXOd RQO\ cRQVideU WhiV QRWe aV a

surve\ Rf Whe PaWeUiaO cRYeUed iQ cOaVV. DR QRW igQRUe \RXU QRWeV, SURbOeP VeWV RU \RXU We[WbRRN.

ThiV UeYieZ VheeW VhRXOd heOS \RX VWXd\ Whe PRVW iPSRUWaQW cRQceSWV faVWeU.

Definition: A function iV a UXOe WhaW aVVigQV WR each eOePeQW  iQ a VeW  e[acWO\ RQe eOePeQW[ D

caOOed , iQ a VeW . The VeW  iV caOOed Whe domain Rf Whe fXQcWiRQ . The range Rf  iV Whe([)f E D f f

VeW Rf aOO SRVVibOe YaOXeV Rf aV  YaUieV WhURXghRXW Whe dRPaiQ .([) f [ D

Definition: If  iV a fXQcWiRQ ZiWh dRPaiQ , WheQ iWV graph iV Whe VeW Rf aOO SRiQWV  iQ Whef D [, )( \

SOaQe ZheUe \  [ ෥ ([).\ = f

Note: AOO fXQcWiRQV WhaW Ze cRQVideU iQ WhiV cRXUVe aUe UeaO YaOXed fXQcWiRQV ZhRVe dRPaiQV aUe

a VXbVeW Rf UeaO QXPbeUV. ThiV PeaQV Whe dRPaiQV aQd UaQgeV aUe aOZa\V VXbVeWV Rf UeaO

QXPbeUV. TR fiQd Whe dRPaiQ Rf a fXQcWiRQ  \RX Qeed WR cRQVideU aOO UeVWUicWiRQV WhaW Ze caQ([)f

haYe RQ  FRU e[aPSOe aOO deQRPiQaWRUV VhRXOd be QRQ-]eUR, aOO QXPbeUV XQdeU Whe VTXaUe URRW.[

VhRXOd be QRQ-QegaWiYe, eWc.

The Vertical Line Test: A cXUYe RQ Whe SOaQe iV Whe gUaSh Rf a fXQcWiRQ if QR YeUWicaO OiQe\  [ ෥

cURVVeV WhiV cXUYe aW PRUe WhaQ RQe SRiQW.

Definition: A fXQcWiRQ  iV caOOed even if  fRU aQ\  iQ Whe dRPaiQ Rf  The gUaSh([)f ( ) ([)  f ෥ [ = f [ .f

Rf aQ eYeQ fXQcWiRQ iV V\PPeWUic abRXW Whe a[iV.  iV caOOed odd if  fRU aQ\  \ ෥ ([)f ( ) ([)  f ෥ [ =෥ f [

iQ Whe dRPaiQ Rf  The gUaSh Rf aQ Rdd fXQcWiRQ iV V\PPeWUic abRXW Whe RUigiQ..f

Definition: A fXQcWiRQ  iV caOOed increasing RQ aQ iQWeUYaO  if  fRU aQ\ WZR QXPbeUVf I ([ ) ([ )f 1 < f 2

iQ   iV caOOed decreasing RQ  if  fRU aQ\ WZR QXPbeUV iQ  [1 < [2 .I f I ([ ) ([ )f 1 > f 2  [1 < [2 .I

Definition: A fXQcWiRQ  iV caOOed linear if iWV gUaSh iV a OiQe, i.e.  fRU WZR cRQVWaQWVf ([) [f = m + b

 aQd m .b

Definition: A fXQcWiRQ  iV caOOed a pol\nomial if WheUe iV a QRQ-QegaWiYe iQWegeU  aQd UeaOf n

QXPbeUV  VXch WhaW  fRU aQ\ UeaO QXPbeU , a , ..., a , aa0  1   n 1෥  n ([) [ [ .. [f = an n + an 1෥
n 1෥ + . + a1 + a0 .[

CRQVWaQWV  aUe caOOed coefficients. If iV caOOed Whe OeadiQg, a , .., a , aa0  1 .  n 1෥  n = , a   an / 0  n

cRefficieQW Rf  aQd  iV caOOed degree Rf  aQd iV deQRWed b\ f n f f .deJ 

Definition: A power function iV a fXQcWiRQ Rf Whe fRUP  ZheUe  iV a cRQVWaQW.f ([) = [a a
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Definition: A rational function iV a fXncWion of Whe foUm  ZheUe  and ([) ([) q([)  f = p / ([)p ([)q

aUe pol\nomialV.

Definition: A fXncWion  iV an e[ponential function if ZheUe iV a poViWiYe conVWanW.f ([)  f = a[  a

Remark: IW iV impoUWanW Wo diVWingXiVh e[ponenWial and poZeU fXncWionV. In e[ponenWial fXncWionV

Whe baVe iV a conVWanW, bXW in poZeU fXncWionV Whe e[ponenW iV a conVWanW.

AngleV aUe meaVXUed in degrees oU in radians. The angle of a compleWe UeYolXWion iV  and603 o

iV  UadianV. If an angle iV  degUeeV and  UadianV When Whe folloZing foUmXla UelaWeV Whe WZo:ʌ2 D R

360 2ʌ.  D/ = R/

The arc length  of a VecWoU of a ciUcle of UadiXV  ZiWh cenWUal angle  iV eYalXaWed b\ a r θ θ.a = r

The standard position of an angle occXUV Zhen Ze place iWV YeUWe[ aW Whe oUigin and iWV iniWial

Vide on Whe poViWiYe a[iV. Positive angleV aUe angleV meaVXUed coXnWeU-clockZiVe. [ ෥

Negative angleV aUe Whe oneV meaVXUed clockZiVe.

FoU an acXWe angle  Ze can find iWV WUigonomeWUic YalXeV XVing a UighW WUiangle aV folloZV:θ
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To find trigonometric functions of angles that are not acute, we need to use the unit circle, which

is a circle centered at the origin whose radius is one. Considering standard positioning of an

angle  the  and  coordinates of the point of intersection of the terminal side of the angle withș [ \

the unit circle are  and respectivel\, as shown in the picture below:cos ș  sinș

ImpoUWanW TUigonomeWUic IdenWiWieV:

The following trigonometric identities are important  and \ou need to memori]e them.

,ș școs2 + sin2 = 1

ș ș, csc ș ș,sec2 = 1 + tan2  2 = 1 + cot2

 ,  sec ș = 1/ cos ș , csc ș = 1/ sinș

 ,  tanș = sinș/ cos ș , cotș = cos ș/ sinș
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(2ʌ ) , (2ʌ )sin + θ = sinθ  cos + θ = cos θ

The fXncWionV and  aUe odd fXncWionV and  iV an eYen fXncWion.,  sin[  tan[ cot[ cos [

RangeV of fXncWionV  and  aUe  and UangeV of fXncWionV  and  aUe Whesin[ cos [ , ]  [෥ 1 1 tan[ cot[

VeW of all Ueal nXmbeUV.

GUaphV of fXncWionV  and  aUe  VhoZn beloZ:sin[ cos [

GUaphV of  and  aUe aV folloZVtan[ cot[
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The following table contains trigonometric values of some certain acute angles that \ou need to

know.
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[ sin[   cos [ tan[ cot[

0 0 1 0 undefined

6 ʌ/ 2 1/ 2 ෭3/ 3 ෭3/  ෭3

4 ʌ/ 2 ෭2/ 2 ෭2/ 1 1

3 ʌ/ 2 ෭3/ 2 1/  ෭3 3 ෭3/

2 ʌ/ 1 0 undefined 0

Suppose  is a constant. To obtain the graph ofc > 0

Ɣ  move the graph of a distance of  upward.([)f + c ([),f  c

Ɣ  move the graph of a distance of  downward.([)  f − c ([),f  c

Ɣ  move the graph of a distance of  to the left.([ )f + c ([),f  c

Ɣ  move the graph of  a distance of  to the right.([ )  f − c ([),f c

Suppose  is a constant. To obtain the graph ofc > 1

Ɣ  stretch the graph of  vertically with a factor of f ([)c ([)f .c

Ɣ  shrink the graph of  vertically with a factor of ([) c  f / ([)f .c

Ɣ  shrink the graph of  horizontally with a factor of (c[)f ([)f .c

Ɣ  stretch the graph of  horizontally with a factor of ([ c)  f / ([)f .c

Ɣ  reflect the graph of  about the axis.([)  − f ([)f  [ −

Ɣ  reflect the graph of  about the axis.( )  f − [ ([)f  \ −

Definition: For two functions  and  the composite function  is defined by f ,g  f ∘ g

([) (g([)).  f ∘ g = f

Note that  and  are not the same. f ∘ g  g ∘ f

LaZs of E[ponents: For all positive numbers  and  and all real numbers  and  we have:a b [ \

Ɣ ab) b( [ = a[ [

Ɣ aa[ \ = a[+\

Ɣ a  a[/ \ = a[ \−

Ɣ a )( [ \ = a[\

Let  be a positive constant. Graphs of exponential functions  for different values of  can bea a[ a
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seen in the following figure:

Definition: The number e  is a number such that the slope of tangent line to the graph of  ate[

 is exactly  This number is approximately 0, )( 1 .1 .7 e ป 2

Definition:  A function  is one-to-one if for any two different values of  we have([)f  [ , [1 /  2

([ )  ([ ).  f 1 / f 2

Note: To check if a function is one-to-one or not, start with the equation  Simplify([ ) ([ ).f 1  f 2

and see if you can show  [1  [2.

Ɣ If you show  then  is one-to-one.[1  [2 f

Ɣ If you can’t, look for two differenW numbers  and with  If you find such[1  [2 ([ ) ([ ).f 1  f 2

 and , then  is not one-to-one.[1 [2 f

Hori]ontal Line Test: A function is one-to-one if no horizontal line crosses its graph more than

once.

Definition: For a one-to-one function , its inverse  is defined by: For any in the range off f 1−  [

  if and only if ,f ([)f 1−  \ (\) .f  [

Domain of = Range of f f 1−

Range of =Domain of f f 1−

Note: The functions  and  are NOT the same functions. For example for  f 1− f  1/ ([) [,f  2  

 but ([) 2 f 1−  [/ f ([) .  1/  1
2[

Cancellation Equations: For a one-to-one function  and any  in the domain of  and any  inf [ f \
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the range of we have:,f  

 and (f ([))f 1෥ = [ (f (\)) .f 1෥ = \

NoWe: To find the inverse function of a one-to-one function  you need to([)f

1. Write  and solve this equation for ([)\ = f .[

2. Interchange  and  The resulting function  as an expression of  would be the[ .\ \ [

inverse function ([).f 1෥

The graph of  is obtained by reflecting the graph of  about the line f 1෥ f .\ = [

DefiniWion: For any positive constant  the inverse function of the exponential function  is=  a / 1 a[

called the logarithmic function  In other words:.lRg[a

 if and only if lRg[a = \ a\ = [

Using the cancellation formulas we get:

Ɣ alRg[a = [

Ɣ lRga
a[ = [

The range of logarithmic functions are the set of all real numbers. Their domains are the set of

all positive numbers.

The following figure shows how graphs of logarithmic functions change when the base changes:
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LaZV of LogaUiWhmV: For any positive number  any real number and any positive= , a / 1 ,r  

numbers  and we have:[ ,\  

Ɣ log[a + log\a = loga
[\

Ɣ  log[a − log\a = loga
[ \/

Ɣ logloga
[r = r [

a

Ɣ log1
a = 0

NaWXUal LogaUiWhmV: If the base of a logarithmic function is the number  then this logarithmice

function is called the natural logarithmic function and is denoted by .ln[

Change of BaVe FoUmXla: For all positive numbers  and  we have: [  =  a / 1 .  log[a = ln[/ lna

The inYeUVe Vine fXncWion is a function whose domain is  and whose range is, ]  [− 1 1

 and is defined by: For any number  is an angle with2, 2]  [− ʌ/ ʌ/ , ,  [  − 1 ื [ ื 1  [sin 1−  θ

 whose sine is  i.e.  when  and 2 2 − ʌ/ ื θ ื ʌ/ ,[ [ ,sin 1− = θ sinθ = [ 2 2.  − ʌ/ ื θ ื ʌ/

The inYeUVe coVine fXncWion is defined as:  where  and [cos 1− = θ cos θ = [ .  0 ื θ ื ʌ

The inYeUVe WangenW fXncWion is defined as:  where  and [tan 1− = θ tanθ = [ 2 2.  − ʌ/ < θ < ʌ/
 The inYeUVe coWangenW fXncWion is defined as:  where  and [cot 1− = θ cotθ = [ .0 < θ < ʌ

NoWe:
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Ɣ Domain of = Domain of = [sin 1− [cos 1− , ]  [− 1 1

Ɣ Domain of =Domain of = [tan 1− [cot 1− , )  (− ෱ ෱

Ɣ Range of =[sin 1− 2, 2]  [− ʌ/ ʌ/
Ɣ Range of =[tan 1− 2, 2)  (− ʌ/ ʌ/
Ɣ Range of =[cos 1− 0, ][ ʌ

Ɣ Range of =[cot 1− 0, )( ʌ

Graphs of these inverse trigonometric functions are obtained by reflecting the graphs of

trigonometric functions about the line  Graph of  is specially important..\ = [ [tan 1−

Sometimes  is written as  Similarly we may write  and   as [sin 1− .arcsin[ [ cos 1− [tan 1− arccos [

and .arctan[

NoWe:    and  are NOT the same as   and[,sin 1− [,cos 1− [tan 1− [cot 1− , 1 , 1/ sin[  / cos [  1/ tan[

.  1/ cot[

ChapWer 2

DefiniWion: Assume is defined for numbers close to  but possibly not at We say([) f a . a

 if we can make  arbitrarily close to  when  is sufficiently close to , but not([)lim
[→a

f = L ([)f L [ a

equal to .a
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Definition: Assume is defined for numbers close to  and less than  .We say([) f a a

 if we can make  arbitrarily close to  when  is sufficiently close to  and less([)lim
[→a−

f = L ([)f L [ a

than  Similarly we can define .a ([) .lim
[→a+

f = L

Theorem:  if and only if  and ([)lim
[→a

f = L ([)lim
[→a−

f = L ([) .lim
[→a+

f = L

Note: If a function is piecewise defined and you want to find its limit at one of the “border

numbers” you need to use the above theorem and evaluate the right-hand and left-hand limits. If

these limits are the same then the function has a limit. If they are different then the limit does not

exist.

Definition: Let  be a function defined on numbers close to  except possibly at  thenf a ,a

 if  can be made arbitrarily large when  is sufficiently close to  but not equal to([)  lim
[→a

f = ෱ ([)f [ a

.a

Definition: Let  be a function defined on numbers close to  except possibly at  thenf a ,a

 if  can be made arbitrarily large negative when  is sufficiently close to  but([)  lim
[→a

f =− ෱ ([)f [ a

not equal to .a

Definition: The vertical line  is called a vertical as\mptote of the curve  if one of[ = a ([)\ = f

the following is true:

  ([) ,  lim
[→a

f = ෱ ([) ,  lim
[→a−

f = ෱  ([)   lim
[→a+

f = ෱

([) ,  lim
[→a

f =− ෱  ([) ,  lim
[→a−

f =− ෱  ([)  lim
[→a+

f =− ෱

Note: To find vertical asymptotes of a rational function , generally you need to look at the([)f

roots of the denominator of  After finding these roots, make sure the limit of  at these([).f ([)f

numbers equals .  ± ෱

Limit Laws: Let  be a positive integer and  and  two real constants  and  and  twon a c f g

functions  that  and  exist, then we have the following:([)lim
[→a

f ([)lim
[→a

g

Ɣ [f ([) ([)] ([) ([)lim
[→a

+ g = lim
[→a

f + lim
[→a

g

Ɣ [f ([) ([)] ([) ([)  lim
[→a

− g = lim
[→a

f − lim
[→a

g

Ɣ [f ([)g([)] ([) ([)lim
[→a

= lim
[→a

f ā lim
[→a

g

Ɣ f ([) ([)lim
[→a

c = c lim
[→a

f
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Ɣ  provided [f ([) g([)] ([) ([), lim
[→a

/ = lim
[→a

f / lim
[→a

g ([) =  lim
[→a

g / 0

Ɣ ([) ([)]lim
[→a

f n = [lim
[→a

f n

Ɣ lim
[→a

c = c

Ɣ lim
[→a

[n = an

Ɣ  provided  when  is even.,  lim
[→a√

n f ([) =√
n ([)lim
[→a

f ([)lim
[→a

f > 0 n

Ɣ  if  is a polynomial, a rational function, a root function, a trigonometric([) (a)lim
[→a

f = f ([)f

function, an inverse trigonometric function, an exponential function or a logarithmic

function. [This is called the Direct Substitution Property.]

Theorem: If  for any  close to  except possibly at  Then ([) ([)  f ื g [ ,a .a ([) ([)  lim
[→a

f ื lim
[→a

g

provided both limits exist.

Squee]e Theorem: Assume  for all close to  but not equal to  In([) ([) ([)  g ื f ื h  [ a .a

addition assume  Then ([)lim
[→a

g = ([) .lim
[→a

h = L ([) .lim
[→a

f = L

Squeeze Theorem is mostly used when dealing with limits involving functions that are

“complicated” but can be bounded between two numbers.

Definition: A function  is continuous at  if f a ([) (a).lim
[→a

f = f

To Check continuity of  at we need to make sure all of the following statements are true:f ,a  

1.  is defined at  i.e.  is  in the domain of f ,a a .f

2.  exists.([)lim
[→a

f

3. ([) (a).lim
[→a

f = f

Definition: A function  is continuous from the right at  if It is continuousf a ([) (a).lim
[→a+

f = f

from the left at  if a ([) (a).lim
[→a−

f = f

Definition:  is continuous on an interval if it is continuous at any number in that interval. (At thef

endpoints of the interval by continuous we mean “continuous from the right or left”.)

Theorem: Let and be two real numbers.  If  and  are continuous at  then the following c  a f g a

functions are all continuous at :a

Ɣ ([) ([)f � g
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Ɣ f ([)c

Ɣ ([)g([)f

Ɣ if ([) g([)  f / (a) = 0.  g /  

Theorem: Any function of one of the following types is continuous on its domain: polynomials,

rational functions, root functions, trigonometric functions, inverse trigonometric functions,

exponential functions and logarithmic functions.

Theorem:

1. If  is continuous at   and , then f b ([)OiP
[→a

g = b (g([)) (b).OiP
[→a

f = f

2. If  is continuous at  and  is continuous at  then the composite function  isf (a)g g ,a  f ∘ g

continuous at .a

The Intermediate Value Theorem: Suppose  is a continuous function on a closed interval([)f

 If  is a number between  and  then there is a number  in such thata, ].[ b N (a)f (b),f c a, ] [ b

(c) .f = N

Note: You can use the above theorem to show an equation  has a root. To do that you([)f = 0

need to show  is continuous,  is positive at some point and negative at another point.([)f ([)f

Definition: Let be a real number. For a function  defined on an interval we say L f a, ),  ( ෱  

 if  can be made arbitrarily close to  when  is sufficiently large.([)OiP
[→෱

f = L ([)f L [

Definition: For a function  defined on an interval we say  if  can bef , ),  (− ෱ a  ([)OiP
[→ ෱−

f = L ([)f

made arbitrarily close to  when  is sufficiently large negative.L [

Definition: For a function  defined on an interval we say  if  can bef , ),  (− ෱ a  ([)  OiP
[→ ෱−

f = ෱ ([)f

made arbitrarily large when  is sufficiently large negative. Similarly we can define  the notions[

 and([) , ([)   OiP
[→ ෱−

f =− ෱  OiP
[→෱

f = ෱ ([) .  OiP
[→෱

f =− ෱

Definition: The horizontal line  is called a hori]ontal as\mptote of the curve  if\ = L ([)\ = f

either or ([)  OiP
[→෱

f = L ([) .OiP
[→ ෱−

f = L

Theorem: For any positive number  we have:,r

Ɣ  and  OiP
[→෱

1 [/ r = 0 .  OiP
[→෱

[r = ෱

Ɣ  provided is defined for every  OiP
[→ ෱−

1 [/ r = 0  [r .[
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Note: For two polynomials  and  to evaluate  divide both numerator and([)p ([),q  lim
[→�෱

p([) q([)/  

denominator by the highest power of  that occurs in the denominator and then use the above[

theorem.

Theorem: If  and  are two constants, thena > 1 0 < b < 1

Ɣ  lim
[→෱

a[ = ෱

Ɣ lim
[→ ෱−

a[ = 0

Ɣ lim
[→෱

b[ = 0

Ɣ  lim
[→ ෱−

b[ = ෱

Definition: The derivative of a function  at a number  is given byf a

 [You may use either limits.](a) (f ([) (a)) ([ ) (f (a ) (a)) h  f ϶ = lim
[→a

− f / − a = lim
h→0

+ h − f /

if this limit exists as real number. When this limit exists, we say  is differentiable at  Wef .a

say  is differentiable on an interval if it is differentiable at any point in that interval.f

Definition: The tangent line to the graph of  at the point  is the line through ([)f (a, f (a))P  P

whose slope is given by (a).m = f ϶

Definition: Assume a particle moves along the axis and its position function at time  is [ − t

given by  then the velocit\ of this particle at time  (denoted by ) is  The(t),f t = a (a)v (a).f ϶

acceleration of this particle at time  is given by t = a (a).v϶

Definition: The derivative  is the rate of change of  with respect to  when (a)f ϶ ([)\ = f [ .[ = a

Theorem: If a function  is differentiable at  then it is continuous at f a .a

A function  fails to be differentiable at  if one of the following occurs:([)f a

Ɣ  is not continuous at ([)f .a

Ɣ The graph of  has a corner at   i.e. the graph of  changes direction([)f a, f (a)),(  ([)f

abruptly at .a, f (a))(  

Ɣ The graph of  has a vertical tangent line when ([)f .[ = a

Definition: The derivative of the function is a new function denoted by  and called the([) f ϶ ([)f ϶϶

second derivative of  The third derivative of  is  the derivative of  denoted by  The.f f ([)f ϶϶ ([).f ϶϶϶

th derivative of  is denoted by  n − ([)f ([).f (n)
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NoWaWionV: These notations are all used for the derivatives of a function ([)\ = f :

([) f ([)\϶ = f ϶ = df
d[ = d[

d\ = D[

([)\(n) = f (n) = d[n
d \n = d fn

d[n

ChapWeU 3

RXleV of DiffeUenWiaWionV: Let   be a constant,  and  and  be two functions, then:c f g

1. [derivative of a constant function is zero].(c)  d
d[ = 0

2. The PoZeU RXle:  provided  is defined.([ ) [d
d[

c = c c 1− [c

3. The ConVWanW MXlWiple RXle: (cf ([)) f ([).d
d[ = c ϶

4. The SXm RXle: f ([) ([)] ([) ([).[ + g ϶ = f ϶ + g϶

5. The DiffeUence RXle: f ([) ([)] ([) ([).  [ − g ϶ = f ϶ − g϶

6. e ) .( [ ϶ = e[

7. The PUodXcW RXle: f ([) ([)) ([)g([) ([)g ([).( ā g ϶ = f ϶ + f ϶

8. The QXoWienW RXle: f ([) g([)) f ([)g([) ([)g ([)) g ([).  ( / ϶ = ( ϶ − f ϶ / 2

9. DeUiYaWiYeV of TUigonomeWUic FXncWionV:

ż sin )( [ ϶ = cos [

ż cos )  ( [ ϶ =− sin[

ż tan ) [( [ ϶ = sec2

ż cot ) [  ( [ ϶ =− csc2

10. DeUiYaWiYe of E[ponenWial FXncWionV: , where c )( [ ϶ = c[ lnc .c > 0

NoWe: Make sure to distinguish between derivative of a power function  and([ ) [ ][ c ϶ = c c 1−

derivative of an exponential function .(c ) ][ [ ϶ = c[ lnc

The Chain RXle: If  is differentiable at  and  is differentiable at  then the compositeg [ f ([),u = g

function  is differentiable at  and  If we set  we can  write F = f ෫ g [ ([) (g([)) ([).F ϶ = f ϶ ā g϶ (u),\ = f

that as  which is easier to remember.,d[
d\ = d\

du d[
du

ImpliciW DiffeUenWiaWion: To find the derivative of a function  in terms of  given by  an implicit\ [

equation  we differentiate both sides of this equality using The Chain Rule. Then we([, )F \ = 0

solve the resulting equation for  to evaluate  in terms of  and \϶ \϶ [ .\
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DeUiYaWiYeV of InYeUVe TUigonomeWUic FXncWionV:

Ɣ Vin [)  ( 1− ϶ = 1/√1− [2

Ɣ coV [)  ( 1− ϶ =− 1/√1− [2

Ɣ Wan [) (1 )  ( 1− ϶ = 1/ + [2

Ɣ coW [) (1 )  ( 1− ϶ =− 1/ + [2

DeUiYaWiYe of LogaUiWhmic FXncWionV: For a positive constant ,a

Ɣ log ) ([ )  ( [
a ϶ = 1/ lna

Ɣ ln ) [  ( [ ϶ = 1/

LogaUiWhmic DiffeUenWiaWion: When dealing with functions involving several products, quotients

and powers we can often simplify differentiating by taking logarithms. To do that we follow these

steps:

Ɣ Take the natural logarithm of both sides of ([).\ = f

Ɣ Use the laws of logarithms to simplify this equation.

Ɣ Differentiate both sides using the Chain Rule.

Ɣ Solve the resulting equation for .\϶

NoWe: Logarithmic differentiation is often used when differentiating a function involving

expressions of  as exponents, e.g. [ , (ln [) .[[   [2

TheoUem: If  is a constant and  is a function of  such that  then .k ([)\ [ \,d[
d\ = k ([) (0)e\ = \ k[

When dealing with word problems it is always important to follow these steps:

1. Read the problem carefully.

2. Draw a diagram if possible.

3.  Introduce notation. Assign symbols to all quantities that are functions of time.

4. Express the given information and the required rate in terms of derivatives.

5. Write an equation that relates the various quantities of the problem. If necessary, use the

geometry of the situation to eliminate one of the variables by substitution.

6. Use the Chain Rule to differentiate both sides of the equation with respect to .

7. Substitute the given information into the resulting equation and solve for the unknown

rate.

NoWe: The most common error when solving related rate problems, is to substitute the given

numerical value too early. Make sure to do the substitution after differentiation is done.

Assume  is differentiable at  Then   can be approximated  by([)f .a ([)f

([) (a) (a)([ ).  f ป f + f ϶ − a

16



This approximation is called the linear approximation or the tangent line approximation of f

at .a

Definition: The differential  of a function  is  \d ([)\ = f \ ([)d[.d = f ϶

Chapter 4

Definition: Let  be in the domain  of a function  then  is  thec D ([),f (c)f

Ɣ absolute maximum value of  on   if  for all  in f D (c) ([)  f ุ f [ .D

Ɣ absolute minimum value of  on   if  for all  in f D (c) ([)  f ื f [ .D

Ɣ The maximum and minimum value are called extreme values of .f

Definition: Let  be in the domain  of a function   such that  is defined for numbers closec D f f

to  Then  is a.c (c)f

Ɣ local minimum value if  for any  near (c) ([)  f ื f [ .c

Ɣ local maximum value if  for any  near (c) ([)  f ุ f [ .c

The Extreme Value Theorem: A continuous function  on a closed interval  attains anf a, @[ b

absolute maximum value  and an absolute minimum value  in this interval.(c)f (d)f

Definition: A number  in the domain of  is called a critical number if  either  or c f (c)f ϶ = 0 (c)f ϶

does not exist.

Fermat¶s Theorem: If  has a local minimum or a local maximum at  then  is a criticalf ,c c

number for .f

Note: The converse of the Fermat’s Theorem is not true, i.e. if  is not necessarily a(c) ,f ϶ = 0  c

local maximum or a local minimum for .f

The Closed Interval Method: To find extreme values of a continuous function  on a closedf

interval a, @,[ b

1. Find all critical numbers of  on f a, ).( b

2. Evaluate  at these critical numbers.f

3. Evaluate  and (a)f (b).f

4. The largest value from Steps 2 and 3 is the absolute maximum value and the smallest

value from Steps 2 and 3 is the absolute minimum value of  on f a, b@.[  

17



Note: When using the Closed Interval Method, make sure the function is continuous and the

interval is closed.

The Rolle¶s Theorem: Let  be a function such that,f

1.  is continuous on the closed interval f a, @.[ b

2.  is differentiable on the open interval f a, ).( b

3. (a) (b).f = f

Then there is a number  such that a < c < b (c) .f ϶ = 0

The Mean Value Theorem: Let  be a function such that,f

1.  is continuous on the closed interval f a, @.[ b

2.  is differentiable on the open interval f a, ).( b

Then there is a number  in  such that c a, )( b (c) f (b) (a)) (b ).  f ϶ = ( ෥ f / ෥ a

Note: Make sure to check all conditions are satisfied when using the Rolle’s or the Mean Value

Theorems.

Note: You may often use the Rolle’s Theorem to show a certain equation  has at most([)f = 0

one root. To do that assume in contrary it has two roots  and  i.e.  Then[1 ,[2 ([ ) ([ ) .f 1 = f 2 = 0

use the Rolle’s Theorem to deduce  for some  between  and  and show it is not(c)f ϶ = 0 c [1 [2

possible. Combine this method with the IVT when you want to show an equation has e[actl\ one

root.

Increasing/Decreasing Test: Let  be a differentiable function on an interval f .I

Ɣ If  for any  in  then  is increasing.([)f ϶ > 0 [ ,I ([)f

Ɣ If  for any  in  then  is decreasing.([)f ϶ < 0 [ ,I ([)f

Note: To find local maximum and minimum values of a function ([),f

1. Find all critical numbers of ([).f

2. Draw a table with three rows.

a. In the first row put all critical numbers of ([).f

b. In the second row determine the sign of  between these critical numbers.([)f ϶

c. Using the I/D Test, in the third row determine whether  is increasing or([)f

decreasing between these critical numbers.

3. If  is a critical number and  is decreasing near and to the left of  and  is increasingc f c f

near and to the right of  then  has a local minimum at ,c f .c

4. If  is a critical number and  is decreasing near and to the right of  and  is increasingc f c f

near and to the left of  then  has a local maximum at ,c f .c
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Note: To understand and remember without having to memorize steps 3 and 4, visualize how

the graph will look like.

Definition: For a differentiable function on an interval ,I

Ɣ If the graph of a function  lies above  all of its tangent lines on  then it is calledf ,I

concave upward on .I

Ɣ If the graph of a function  lies below all of its tangent lines on  then it is calledf ,I

concave downward on .I

Concavity Test:  Let  be a function such that  exists for all  in an interval f ([)f ϶϶ [ .I

Ɣ If  for all  in  then  is concave upward on ([)f ϶϶ > 0 [ ,I f .I

Ɣ If  for all  in  then  is concave downward on ([)f ϶϶ < 0 [ ,I f .I

Definition: A point  on the graph of a function  is called an inflection point, if  is(a, (a))P f f f

continuous at  and the curve changes its concavity from concave upward to concavea

downward or vice-versa.

The Second Derivative Test: Suppose  and  is continuous near (c)f ϶ = 0 ([)f ϶϶ .c

Ɣ If  then  has a local minimum at (c) ,f ϶϶ > 0 f .c

Ɣ If  then  has a local miaximum at (c) ,f ϶϶ < 0 f .c

Note: To determine concavity of a function ,([)f

1. Evaluate its second derivative ([).f ϶϶

2. Find all roots of ([) .f ϶϶ = 0

3. Draw a table with three rows.

4. In the first row put all values of  that satisfy , i.e. all roots of [ ([)f ϶϶ = 0 ([) .f ϶϶ = 0

5. In the second row determine the sign of  between these roots.([)f ϶϶

6. Use the concavity test to determine the concavity of  and  collect this data in the  third([)f

row.

L¶Hospital¶s Rule: Suppose  and  are differentiable and  on an open interval f g ([) =  g϶ / 0 I

containing  (except possibly at ). Suppose we have one of the following cases:a a

1.  (In which case we say  is of the form )([)lim
[→a

f = ([)lim
[→a

g = 0 lim
[→a

f([)
g([) .0

0

2.  and  (In which case we say  is of the form )([) �  lim
[→a

f = ෱ ([) �  lim
[→a

g = ෱ lim
[→a

f([)
g([) .෱

෱

Then,

=lim
[→a

f([)
g([) lim

[→a

f ([)϶
g ([)϶

provided the limit on the right exists as a real number or is .  � ෱
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Note: One common error is to use the l’Hospital’s Rule without verifying the limit is in form of 0
0

or  Make sure to avoid this common error. This error is especially common when you need to.෱
෱

use l’Hospital’s Rule several time. You can use this rule several times if needed but each time

make sure to check the conditions are satisfied.

Note: You can use l’Hospitals’ Rule for one-sided limits and limits at infinity, i.e. when  or±  [ → ෱

.  [ → a±

Indeterminate Forms: To evaluate limits of indeterminate forms most of the time we turn the

limit into an indeterminate quotient and then apply the l’Hospital’s Rule.

Ɣ Indeterminate Quotients: To evaluate   of the form  or  you need to use thelim
[→a

f([)
g([) 0

0
෱
෱

l’Hospital’s Rule.

Ɣ Indeterminate Products: To evaluate  of the form  (i.e.  and([)g([)lim
[→a

f ,  0 î ෱ ([)lim
[→a

f = 0

) you need to write  as  or  to get an indeterminate quotient. The([) ±  lim
[→a

g = ෱ gf f
1 g/

g
1 f/

use the l’Hospital’s Rule. Note that sometimes one of  or  is easier to work withf
1 g/

g
1 f/

than the other.

Ɣ Indeterminate Differences: Limits of type  are called indeterminate differences, ෱ − ෱

i.e. we want to evaluate  where  To evaluate such([) ([)  lim
[→a

f − g ([) ([) .  lim
[→a

f = lim
[→a

g = ෱

limits we use our knowledge of algebra to simplify the expression  and turn it([) ([)  f − g

into a quotient and then use the l’Hospital’s Rule.

Ɣ Indeterminate PoZers: When evaluating a limit of the form  we might get one([)lim
[→a

f g([)

of the following three indeterminate forms:

○ indeterminate form of type ([) ([) ,lim
[→a

f = lim
[→a

g = 0  .00

○  and indeterminate form of type ([)lim
[→a

f = 1 ([) ± ,  lim
[→a

g = ෱  .1෱

○  and   indeterminate form of type ([)  lim
[→a

f = ෱ ([) ,lim
[→a

g = 0 .  ෱0

To evaluate such limits, take  Take the  from both sides and use laws of([) .\ = f g([) ln

logarithms to get  This way you end up with an indeterminate product.([) ([).g lnf

Evaluate this new limit using the method for evaluating limits of indeterminate products.

This would give you   Using this you get ([) .lim
[→a

lnf g([) = L ([) .lim
[→a

f g([) = eL

Note: The following forms of limits are not indeterminate:

Ɣ  is not indeterminate. This is perhaps the most common form of deWerminaWe limits that0෱

a lot of students mistaken for an indeterminate form. This in fact is equal to zero,

because if you raise a small number to a large exponent the number gets even smaller,

so .0෱ = 0
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Ɣ .  ෱෱ = ෱

Ɣ  ෱ ā ෱ = ෱

Ɣ  ෱ + ෱ = ෱

To Sketch a Curve ,([)\ = f

1. Find the domain of ([).f

2. Find  and  intercepts. The intercept  is  and the  intercept may be[ \  \ − (0)f  [ −

evaluated by solving  The intercept may be impossible to find  as sometimes([) .f = 0  [ −

solving  is impossible. Plot these intercepts.([)f = 0

3. Check whether  is odd or even. If it is either odd or even, you only need to graph  forf ([)f

positive (or negative) values of .[

a. If  is odd reflect the graph obtained for positive values of  about the  origin tof [

get the complete graph of .f

b. If  is even reflect he graph obtained for positive values of  about the  axis tof [  \ −

get the complete graph of .f

Check whether  is periodic. If it is periodic with period ,(i.e.  for all  inf p ([ ) ([)f + p = f [

the domain of ) then only graph   on the interval  and repeat the same graph onf f 0, ][ p

intervals  and p, 2p], [2p, 3p], [3p, 4p],[       ā ā ā [ p, p], [ p, ], [ , 0].  ā ā ā ,  − 3  − 2  − 2  − p  − p  

4. Find all horizontal and vertical asymptotes of  and draw them. as dashed linesf

5. Use the I/D Test to find intervals where is increasing or decreasing. f

6. Find all local maximum and minimum values. Plot them.

7. Find all inflection points and concavity intervals of  Plot the inflection points..f

8. Sketch the curve: The curve should pass through the points that you have plotted in the

previous steps. Start by looking at step 4 and see what is the value of  to see([)lim
[→ ෱−

f

how the graph should look like for large negative values of  Then move to smaller.[

negative numbers and make the curve pass through the points that you have plotted. Use

the information you found to make the graph increasing or decreasing. Use the

information about its concavity to draw the curve more accurately.

Optimi]ation Problems: These are problems asking to find the maximum or minimum of a

quantity given some information. Follow these steps to solve such problems:

1. Understand the Problem: The first step is to read the problem carefully until it is clearly

understood. Ask yourself: What is the unknown? What are the given quantities? What are

the given conditions?

2. Draw a Diagram: In most problems it is useful to draw a diagram and identify the given

and required quantities on the diagram.

3. Introduce Notation: Assign a symbol to the quantity that is to be maximized or minimized

(let’s call it  for now). Also select symbols for other unknown quantities and label theQ

diagram with these symbols. It may help to use initials as suggestive symbols—for
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example,  for area,  for height,  for time.A h t

4. Express  in terms of some of the other symbols from Step 3.Q

5. If  has been expressed as a function of more than one variable in Step 4, us the givenQ

information to find relationships ( in the form of equations) among these variables. Then

use these equations to eliminate all but one of the variables in the expression for . ThusQ

 will be expressed as a function of one variable , say,  Write the domain ofQ [ ([).Q  f

this function.

6. Use the methods of Sections 4.1 and 4.3 to find the absolute maximum or minimum

value of  In particular, if the domain of  is a closed interval, then the Closed Interval.f f

Method can be used.

Newton¶s Method: To approximate a root of an equation  we start with an initial number([) ,f  0

 which is our “best guess” for this root. Then evaluate a “better” estimate for this root by[1

 Then use this new estimate to evaluate Repeating this([ ) f ([ ).  [2  [1 ෥ f 1 / ϶ 1 ([ ) f ([ ).  [3  [2 ෥ f 2 / ϶ 2

procedure we get better and better approximates of this root. In general you find  using the[n+1

formula If this method fails to give us good approximations we need to([ ) f ([ ).  [n+1  [n ෥ f n / ϶ n

start with a better .[1

Definition: A function  is called an anti-derivative of  on an interval  if ([)F ([)f ,I ([) ([).f  F ϶

Theorem:

Ɣ If  and  are two anti-derivatives of a function  on an interval  then  there is([)F ([)G ([)f ,I

a constant  such that  for any  in C ([) ([)F  G +C [ .I

Ɣ If  is an anti-derivative of  on an interval, then all anti-derivatives of  are of the([)F ([)f ([)f

form  where  is a constant.([)F +C C

Note: To find an anti-derivative of a function you often need to remember formulas of([) f

derivatives and try to think backward. You need to ask yourself “what function has a derivative

equal to ?”([)f

Chapter 5

Definition: The area  of the region that lies under the graph of a continuous function , aboveA f

the axis  and between vertical lines  and  is the limit of the sum of the areas of [ ෥ [  a [  b

approximating rectangles as shown below:
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[f ([ )ǻ[ ([ )ǻ[ ([ )ǻ[ ([ )ǻ[]A = lim
n→෱

Rn = lim
n→෱

1 + f 2 + · · · + f n 1− + f n

and

[f ([ )ǻ[ ([ )ǻ[ ([ )ǻ[ ([ )ǻ[]A = lim
n→෱

Ln = lim
n→෱

0 + f 1 + · · · + f n 2− + f n 1−

The first formula involving  is obtained b\ forming rectangles based on the right endpoints ofRn

each sub-interval. The second formula involves  which is obtained b\ using the left endpointsLn

of sub-intervals.

Instead of taking right or left endpoints of these subintervals one can take an\ point (called a

sample point) in these subintervals to get the following formula for the area :A
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. Notation: IQVWead Rf ZUiWiQg  Ze caQ ZUiWe iW iQ a PRUe cRPSacW fRUP aV[1 + [2 + · · · + [n 1− + [n

 FRU e[aPSOe Whe abRYe fRUPXOa ZRXOd be VhRUWeQed aV [ .Ȉni=1 i f ([ )Δ[.A = lim
n→∞

Ȉni=1 i
*

Note: The VXP  iV caOOed a Riemann Sum.f ([ )Δ[Ȉni=1 i
*

Definition: LeW  be a fXQcWiRQ defiQed RYeU  DiYide WhiV iQWeUYaO iQWR  VXbiQWeUYaOV Rff a, ].[ b n

eTXaO OeQgWh   LeW  be Whe eQdSRiQWV Rf WheVe[ b ) n.  Δ = ( − a / , [ , [ , [[0 = a  1  · · · ,  n 1−  n = b

VXbiQWeUYaOV. aQd OeW  be a VaPSOe SRiQW iQ Whe Wh iQWeUYaO  The definite integral  Rf[i*  i − [ , ].[ i 1− [i

 fURP  WR  iV defiQed WR be,([)f a b

([) d[ f ([ )Δ[෾
b

a
f = lim

n→∞
Ȉni=1 i

*

SURYided WhiV OiPiW e[iVWV aQd iV Whe VaPe fRU aOO SRVVibOe chRiceV Rf VaPSOe SRiQWV.

Note: If Whe abRYe OiPiW e[iVWV aQd iV Whe VaPe fRU aOO chRiceV Rf VaPSOe SRiQWV, Ze Va\  iVf

integrable RQ  The fXQcWiRQ  iV caOOed Whe integrand. The QXPbeUV  aQd  aUe caOOeda, ].[ b ([)f a b

limits of integration. The QXPbeU  iV caOOed Whe loZer limit aQd  iV caOOed Whe upper limit.a b

Theorem: If  iV cRQWiQXRXV RQ  RU haV a fiQiWe QXPbeU Rf diVcRQWiQXiWieV RQ WhiV iQWeUYaO,f a, ][ b

WheQ iW iV iQWegUabOe RQ a, ].[ b

The Midpoint Rule: If Ze SicN Whe PidSRiQWV aV RXU VaPSOe SRiQWV Rf VXbiQWeUYaOV Ze geW Whe

fROORZiQg aSSUR[iPaWiRQ Zhich iV caOOed Whe MidSRiQW RXOe:
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 where  and ([) d[ f ([ )Δ[∫
b

a
f = lim

n→∞
Ȉni=1 i [ b ) n  Δ = ( − a / .[i = 2

[ +[i 1− i

The following approximation is called a midpoint appro[imation for ,([) d[∫
b

a
f

([) d[ f ([ )Δ[.∫
b

a
f ≈ Ȉni=1 i

Properties of Definite Integrals: For any continuous functions  and  and constants f g , ba  

and  we have:,c

Ɣ ([) d[ ([) d[.∫
b

a
f =− ∫

a

b
f

Ɣ ([) d[ .∫
a

a
f = 0

Ɣ  d[ (b ).∫
b

a
c = c − a

Ɣ ([) d[ ([) d[ ([) ([) d[.∫
b

a
f ± ∫

b

a
g = ∫

b

a
f ± g

Ɣ f ([) d[ ([) d[.∫
b

a
c = c ∫

b

a
f

Ɣ ([) d[ ([) d[ ([) d[.∫
b

a
f + ∫

c

b
f = ∫

c

a
f

Ɣ If  and  for all  in thena < b ([) ([)  f ื g [ a, ],[ b  ([) d[ ([) d[.∫
b

a
f ื ∫

b

a
g

Note: In general integral of product (or ratio) of two functions is not equal to the product (or ratio)

of their integrals.

 and ([) ([) d[ = ([) d[ ([) d[∫
b

a
f · g / ∫

b

a
f · ∫

b

a
g ([) g([) d[ = ([) d[ ([) d[∫

b

a
f / / ∫

b

a
f / ∫

b

a
g

The Fundamental Theorem of Calculus: Let  be a continuous function on  and define af a, ][ b

function  by  then:([)g ([) (t) dt,g = ∫
[

a
f

1.  is differentiable on  and continuous on  and g a, )( b a, ][ b ([) ([).g϶ = f

2.  where  is any anti-derivative of ([) d[ (b) (a)∫
b

a
f = F − F ([)F ([).f

Note: Part 1 of FToC is often used to take derivatives of functions defined as integrals of other
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functions. When using FToC, Part 1 you need to make sure the lower limit is a constant and the

upper limit is the same variable that you are using for differentiation.

Ɣ If both limits of integration are non-constants you need to use properties of integrals to

make one of them constant. (i.e. use )+෾
b

a
෾
c

b
= ෾

c

a
.

Ɣ If the upper limit is a constant instead of the lower limit switch the limits of integration by

using another property of integrals, i.e. ෾
b

a
=− ෾

a

b
.

Ɣ When the lower limit is a constant and the upper limit is a function of , say  to[ ([)u = h

differentiate  with respect to   you need to use the Chain Rule as follows:(t) dt෾
h([)

a
f ,[

( (t) dt) ( (t) dt) ( (t) dt) (u) (h([)) ([)d
d[ ෾

h([)

a
f = d

d[ ෾
u

a
f = d

du ෾
u

a
f ā d[

du = f ā u϶ = f ā h϶

NoWe: Given   if you are asked to evaluate  at a given number, e. g.  do([) (t) dtg = ෾
h([)

k([)
f ([)g϶ (1),g϶

not evaluate  and then differentiate. You need to differentiate  fiUVW, then substitute (1)g ([)g .[ = 1

Evaluating  first and then differentiating will always give us zero, since  is just a constant(1)g (1)g

and does not depend on , but differentiating  and then substituting  for  most of the[ ([)g 1 [

times gives us a non-zero number.
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